In the supervised learning algorithms known as naïve Bayes methods, the Bayes’ theorem is applied while every pair of features is naively assumed to be independent. As such, the theorem states: (write the eqn) Where Y is a class variable and X1 through Xn is the dependent feature vectors.

Since the naïve assumption is mathematically represented as (write eqn), the relationship could be boiled down to (write eqn) for all i.

Given the input, P(x1,…,xn) is a constant. Subsequently, this classification rule could be applied (write eqn).

Following this logic, Maximum A posteriori (MAP) could be employed to estimate the relative frequency of the class Y in a given training set, P(y) , as well as P(xi|y).

How the distribution of P(xi|y) is assumed to be is the main distinction between the different classifiers based on the naïve Bayes methods. To give an estimate of the required parameters, these classifiers require only a small training data set. As such, they were successfully employed in several situations despite their apparently over-simplified assumptions. In fact, this simplicity of the naïve assumption reduces the dimensionality problem by decoupling class conditional feature distributions. This makes naïve Bayes learners and classifiers much faster than other more sophisticated methods. One drawback, however, is being a poor estimator; the outcomes from predict\_proba are not very accurate.

Naive Bayes methods are a set of supervised learning algorithms based on applying Bayes’ theorem with the “naive” assumption of independence between every pair of features. Given a class variable ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==) and a dependent feature vector ![_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdIuvYM8y+0jpGL/d852FU2VUAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgEDIRCmMAApaEdIEKEIORwR1I5oCYpgwMTLYgxiQgzgVirm8MDiCGO9MHjgQQo1tCWAQiBQYYDJb9z2BCDACIkQuep+e2vwAAAABJRU5ErkJggg==) through ![_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAdIuvYM8y+0jpGL+d3RWQviMAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABPSURBVAjXY2AQMhEKYwABloR0gQowi5HBnQEGTOGsSTAG1zMGhzUm2gkM7kwPOBIEXjArMHRLCIswcFxgbYCo4DnADlXL2+CaAmUxLFUAAIuXDVoiFatUAAAAAElFTkSuQmCC), Bayes’ theorem states the following relationship:

![(y \mid x_1, \dots, x_n) = \frac{P(y) P(x_1, \dots x_n \mid y)}
                ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAToAAAArBAMAAAAakVnlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEAUlEQVRYw8WYTWgTQRiG36RJN9kkm9ZiS6FqTx48aA4eRFDioVIQZMEePEgbD0r1FBDElmKDB70I3SAI7cVARSgKrSCIhJZeSm+Sk6AXI/hDbxFaWltQZ2Z/sjvJZndhd/vBZjM7fJmnM7PfO2+BQEJU2E0xPVpyl1nRvyQRWHSpgyyaHp13l5k3/sCc/1iRM719I8B7tSXRyTvyu/esjFTRIx22Api1y8BsCTWtRe+xAoQ9ZOCVLhMA3R9geUXSN9wHcmUViAeuZ6JJl1J8hyOzhIlirKQ1x8CmMr6LUc908bz/+24duIA0+e3vkAr0C4bIS1IDeS6VHz4vtUvaGtiaNNOpuTTF58gUkPpCoZbScncPsuTRJ2C1Qod6kPiYltvNd+lpfcNMp+ai4Ttd9kqVvK+PgOIc0kVESWXZrlaLSAwDdYEgJlrXS8KMdWXVXJzynW6WTQ6hQz8mQOmEHfqE0iFClqs83Carn9t3LDcAuiH2+YZcp7EKusQRtn1E+plRNEw+PnN0LDeAfXeSfdKXYR+X2JdogT2iQy2XhLZ04h6KrweelQw6lmuhM3RQdM/SooXiX3ajFWU/scsqynKdPRqFsP4C1yld4i4s10yyES/VdyJKk47mWiqKoYMxD2LPa+GxbcaSJAOVy+SdW0Pk61XWM4/4xfHj7PWIk4od32he1358+0VYumWDjuWm2E/xOuiBzk4BRDpGKg9D0YCX2p2urNQmJbWSNlVjmqsqGa+DXujstPAoKQmkKAhNMYrIneli8v0nOh3LxZRaojgd9EJnp4Vd5PDUZz1BaZvg3kEJ0+3o8MrYdyxX2zW8Dnqhs9NCUUmWyWAL7U+fdQedZbnJil6iVB0cz+OnTmeriVyn7zWpwLV1HRSVDdzU6ew0EVyn/1rIha6DQqKBTZ3OThNhdKpB1abrNo2eQOCaOhgpxBvGvrPVRL2zSWc6A/zzN8w6GK2nagadrSbqnQHtOy6aOpitxHoMOjtN1DvFt1PnNLogV9bQQUI3V9ToDE3E40rLxTqlrDwYyOnauoUMHURy8IRe7wxNxARZxBty8yJttXMMt3QtdAqXRhv2Nofp4DtrNWYry4+vt6t0Vd25OpdG2yIt3BzKpJxseqAbESaLmhbahjejDcl+8nJiLpKz0lFNFCpcAdLbefGO438TvBlt85GmdXPMD7bRWanFophPnxUHD+TJaKvm3CG6ffRAnoy2as7DC2ejbTXb6VDpHI02Z7azodI5Gm3ObEcrIcK5MdoWsx0qnRujbTHboe47F0bbarZDpXM22pzZDrOiuDDatG0y22sIPzoZbclitmuHQNfJaEtmsy0oh0DXyWhPm8324mHAdTLalvYCn/gf/qaNahCXDjkAAAAASUVORK5CYII=)

Using the naive independence assumption that

![(x_i | y, x_1, \dots, x_{i-1}, x_{i+1}, \dots, x_n) = P(x_i | y),](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVMAAAATBAMAAADfSvOfAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACuElEQVRIx82WP2jUcBTHX86LySX3p9fBcija+aZCRcRBMzh0kgMFnWq6iDgdCKJSYpCii2KKINTFg4pYHNpBpFKUW45ucpPgZDqo3HaCxUoXfy+/Xy7JS37Xm04fJL+878v73Se/vLz7AYS2NrhqwZjMk+gUpUDiZwZX1rhQVyU6RTFmhDv5s3qyAWZz/KhluqwylJ5w8zZoe1CC8aNCl/gylFCpeGDsD8DHivqe+DIUUyz/PRfU3zD3L1AvEV+GoorxGMChLrRZ6Sw7z9wgPm/Bd15NQsq03lTv+iia/J4iiUhR2jz+GeBDC53b+qdiA+OG14GFIBZKWaa5j/zOCNqQvAoJSVH6PP5ra6sJ+jSAr+HzTICl6X3YDmKBpGdXRBkW2XmHO0tEex1p2XmB5bBvnrrGbGE4Sp0/5C6eMQ6KzXoYrrpiq+I5UFqelqzPkahJTxLNiWtZeRFqbL2lKBxVCerAwHPJE7Wc803RR1DSZahfosv7RHPimjSP1Kochddqzg4GdNZdDd5hvNLKT/BslGSoxh40TTuJGmrDUPGeN1NPXYEaFYAchaOu+8EwB1r7BVwpsHeC8SdNeNDiEqLqNyB1LBb6quvVB6gJzYm0zDx/V/FSzUqKwpoVo1G+XgjiK6CenT/ehMf4KIXaCYCrnpAYqvqHNbdO7GD+xW87P0DvmtVqdQOxYtrq7PnZ06GWmadah9kX/jH5/qUopo80ob0UY4333bf4+QsJC6Cc+ozF9F5UAHHNIRrNMzeKGX+sMpRSjIbNL9pn3WPx7aBXjYKaW0ujonYQar5x6yFo2bvANMqdBCqIjdZRl/XdGYV5WthJbu67cJdMF/rKJm8z5zaTmkM0mpeHV550E0hRjDhNYj9rwUqNLohPZvMzfiGuXR4l7/mBW2uOUmilXw83G/4bi6P8BcurBF8IUPCzAAAAAElFTkSuQmCC)

for all ![http://scikit-learn.org/stable/_images/math/df0deb143e5ac127f00bd248ee8001ecae572adc.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==), this relationship is simplified to

![(y \mid x_1, \dots, x_n) = \frac{P(y) \prod_{i=1}^{n} P(x_i \mid y)}
           ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATEAAAAsBAMAAAD/dJKqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAET0lEQVRYw8WYS2gTQRjH/9s23SSbR1VUCr5OIj1oDh5EUKO0IgiyYA8exMaDpXoKCKKlaCiiF8ENgqAXF1oKQaEKgkpReiniRXIS9NIUfNBbKj5aK9bZmX1M9pnIZv1gZzOZyea38818//kGiMwebr5Twn+3Crsp/He174Li6Jjkv1KND4n2ke1ntwmtmP/d399/ZG1XLN8tOzp2qlwlb/Lmwkdav7RurwypyGoZbUQyP0ghLUF6nOI6CnvWbRgAnsGNDIvhk3UVIC4jbVSr2gBQsj/oki/d5HoeBa6VaAcXsnT4ZFkFyVXrlV/wZJjiJ9UKMP04o7iTSUroZGQYYj9xzKgOcmSNRkYWQ8WukjtZLB862RYyqauYBc7k8RlIeZIJpM8B2r64eXHEIot9RKYA7Qkh2zvgpUqem1TmcJY415MsXYD0QSMTS7dqcxZZJSV39wD10Mm+zcwUEd8BMV7Ha6BD9SLLHp8h63KcLF2MkeqCQVa8jRRZ2X1hg4nftZKQQSjE6n5k12hsG9eKTUaQzbPaENpAJtD5kSRlR02q+s2zLbR8pBXvG1bAbrxEG+ZZR4HeyHOzalePjWyB9blOy520pO3LKEoFk+wXDreDbLpGb8c0sttFW9RgQpRYT4eVjSGJGmOJeqyk9Flk8Z+2qFExRat5ELvyCvMn6P0eaerdTj68cvEmnVtbv9F3SCg4+WnhC+JVk6xcJvNTqjlFmLxH82ReyjupFU9t6sQ8ppMZD9DHhu1CWEXKG+rUKMItkXkpryCTkEGChqhwZErfxPDw8EgDGTbq87NikKWKWtC44ibCLZF5KW8umRNy+i7IIItXnWOGTv1VnhtkE9hg+sImwi2ReSlvBfd6ye0+jXFfSdG9BGPfOO65c9TIEmXyTUJ1E+GWyJpR3vm1NxD3rO3qqEw5vdlgBX8RZmSZ8tW7nrt2rrGFuMM8BvHQ838UYUZ2Of42JXv9gmsMX3m9RZiR1UQyGnEPX9FGZlqE7BzWrCd0MLsI6/NMIE4v7/ByTIEns2wtPKs7RVgnSysM1z1YmCtqto3OtIuwTjZdEr3JSGPyyZV9Olm7vGkXYUomzj7AKUp2Q3VctDGTlXubixqVJkGUIBGmZLGDZ7bRZYEh8oPTsnWROmscxDmb8vpnxYE2gQAR5iIt9ab9v436jObJdPNZcaBlFH8RbppsQBwp6srbXFYcaFV/EebJLq6WIKq2IGPU88nzAecPdkEOshfwFWG7bmbsY96wc1RbyIoDbTCoQ3foWbGvCFuJcCqyQzRDkH1FmEuEs5GRGYLsK8IsEWYxX40IzBJkfxHeFDmZJcj+ImwmwpHNM0uQfUVYS4TZ4XJkZKYgmyIcvwDHRRNhdrg8GJUzTUE2RTi2QhR5jrtInSbC7HD5FaK1SU7qvMI2O1yuRkwmyMFk9HBZVCImQ84S4VFb06iZSE4pnrug9lnFuU9xrd9vbPsL8bKyP9Cbkl4AAAAASUVORK5CYII=)

Since ![(x_1, \dots, x_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAASBAMAAAC0gN24AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz2NggIGVDMSBCcgcKyI1LQaTQh8FTQIYuAuI1MQHtoolgYH9BwMvA7HgAojgn8DA9ZvhJdGadoKI+gYG1u8MHkRrCgERMgwMzBcYDgBdO7FuWgNOr8AleUDENQaGvQtAmio4zvEE4NKEkOQHEV927y5g4FBgYHjADtTJ4YBdE1gSDJgWMDCwfwWxQJoYGBMYGCYq4LAKJAnXxAg2gQtE8k6A6sYGeGFJAeQnJogJIE3rG9hxawJKcm2stIBoWv8ALObBwH5gPkMEWFPbAgwMluTjD5AEBznjfT+wppkMrHZxcpAQiQe6JCYAgYF8iGQIQyoDwz6E7UugNNh5D9CDDkrvBvniAlLgBBChyZU9o4AdOW8YQKji3w0M7AtQ9cD5DlyZ0KyBmQn50JMQMmcWAwMA+5pQmy+R64gAAAAASUVORK5CYII=) is constant given the input, we can use the following classification rule:

![(y \mid x_1, \dots, x_n) \propto P(y) \prod_{i=1}^{n} P(x_i \mid y)
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](data:image/png;base64,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)

and we can use Maximum A Posteriori (MAP) estimation to estimate ![(y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAASBAMAAAAuzwolAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA4klEQVQY02NggIGVEGoCAxKwglCLwaTQR0GTAAbuAogYH1ghSwID+w8GXpj6CyCCfwID12+GlzCxnSCivoGB9TuDB0wsBETIMDAwX2A4wMAQ58DwjIGBByR2jYFh7wKgGNeEowyJQKNAYl927y5g4FBgYOf4wHCcgYFpAQMD+1eQBFCMgTGB9QNEjPEASIwLSDI94L4AMY8pAWwdUIx/AYsARGz9A7CYB0isvwDsFsb7fmCxmQwMnJLyQMY+RBAsARFbYH6DAMYAoEOATmFHDiwDLgNGA1hYwcN0piSQmsXAAABGjzEhdvO7XgAAAABJRU5ErkJggg==) and ![(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvsjezMxt2MmPtVAhPSyrZShbKUJqcVbhFlXGDf8PLUBEEoBABRsAAAAASUVORK5CYII=); the former is then the relative frequency of class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==) in the training set.

The different naive Bayes classifiers differ mainly by the assumptions they make regarding the distribution of ![(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvsjezMxt2MmPtVAhPSyrZShbKUJqcVbhFlXGDf8PLUBEEoBABRsAAAAASUVORK5CYII=).

In spite of their apparently over-simplified assumptions, naive Bayes classifiers have worked quite well in many real-world situations, famously document classification and spam filtering. They require a small amount of training data to estimate the necessary parameters. (For theoretical reasons why naive Bayes works well, and on which types of data it does, see the references below.)

Naive Bayes learners and classifiers can be extremely fast compared to more sophisticated methods. The decoupling of the class conditional feature distributions means that each distribution can be independently estimated as a one dimensional distribution. This in turn helps to alleviate problems stemming from the curse of dimensionality.

On the flip side, although naive Bayes is known as a decent classifier, it is known to be a bad estimator, so the probability outputs from predict\_proba are not to be taken too seriously.